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Abstract—The paper is devoted to solving the problem of using neural networks for real-time image recognition on low-
power portable devices running on microcontrollers. The ESP-32° CAM microcontroller was used as the target device, on
which an artificial neural network was deployed, written using the Python® programming language and the Tensorflow®
library for building neural networks. The performance of the microcontroller and personal computer for object detection
using a neural network and their classification were compared in the paper. The image recognition time and percentage of
correctly classified objects were compared. The paper shows that the number of training epochs affects the accuracy of
object classification in the image. The obtained results show that increasing the number of training epochs increases
the accuracy of object recognition using the studied neural network, but a significant increase in the number of epochs does
not significantly improve recognition accuracy. The difference in the obtained results for the microcontroller and personal
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computer image recognition accuracy ranges from 5%.

Keywords — microcontroller; neural network; epoch; training; classification.

l. INTRODUCTION

Neural networks have become an integral part of
people's daily lives. Examples of this include internet
search, personal assistants, machine translation of con-
tent, smart home systems, and more [1]. Let's consider
the example of smart home systems. In these systems,
neural networks are used to control various subsystems,
such as lighting, temperature, etc., through voice assis-
tants or cameras and motion sensors [2]. These subsys-
tems are called nodes [3]. Nodes, in turn, are built using
various sensors, hardware, and software solutions, but
they all have something in common - microcontrollers
inside them. These microcontrollers are responsible for
collecting, processing, and transmitting information to
the main control device. It should be noted that these
microcontrollers are specifically designed for use in
smart home systems. Unfortunately, information about
microcontroller models is not publicly available due to
certain commercial secrecy.

Despite the advancement of neural networks in
smart home systems, there are still unresolved issues in
this direction. One of these problems is related to sur-
veillance cameras, which have settings that allow notifi-
cations to be received when an unknown person is
detected in the image. On the other hand, some cameras

may ignore certain areas of house or yard that have reg-
ular movement. Some systems use artificial intelligence
to determine the location and focus on the movement so
that they can send the user a video recording of the inci-
dent. In the future, much can be expected from software
development. Changing the settings of a camera takes
a few seconds but can have a significant impact on its
performance [4]. This problem has two main directions:
camera placement and object recognition.

Object recognition is a branch of artificial intelligence
theory that studies methods for classifying objects [5].

Neural networks, including image classifiers, can be
run on various devices that have certain advantages and
disadvantages:

1. Central Processing Unit (CPU) — the basic device
in a computer that performs basic logical and
arithmetic operations, and has multiple cores
and threads. Neural networks can work on
the CPU, but their performance on the CPU can
be slow due to the large number of simultaneous
operations that need to be performed.

2. Graphics Processing Unit (GPU) — devices
designed for processing large amounts of graph-
ical data. Unlike CPUs, they have more cores and
a parallel architecture that allows for performing
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many operations simultaneously. Because of
this, GPUs are an excellent choice for working
with neural networks, as they accelerate training
and data processing.

3. Tensor Processing Unit (TPU) is a specialized type
of hardware developed by Google specifically for
working with neural networks. TPUs are opti-
mized for performing operations with tensors,
which are the main components of neural net-
works. They provide significantly higher perfor-
mance compared to CPUs and GPUs when pro-
cessing large amounts of data [6].

According to the specifics of different devices, all
industrial and commercial neural networks operate in
real-time mode on GPUs or TPUs. There are two simple
explanations for this: stability under load and speed of
operation. Indeed, if we are talking about a hypothetical
website that runs neural network services (such as chat-
bots), the neural network must handle a large number of
concurrent user requests on the website and do it
quickly. The task of image processing and classification is
more complex and requires a more complex neural net-
work architecture due to the absence of pre-prepared
answers. Accordingly, these neural networks require spe-
cialized hardware such as server installations with TPUs
as the main engine for neural network operation.

But what happens with personal devices if they need
to run a neural network? To solve this problem, there are
specialized blocks that are integrated into microproces-
sors. Let's consider such a block using the example of
the Apple® A12 Bionic mobile microprocessor [7] (Fig. 1).
This microprocessor has a specialized "Neural Engine"
block designed to work with neural networks on its
power, i.e. a low-power TPU. This solution, using tensor
blocks on the microprocessor crystal, simplifies
the launch and use of neural networks, making it more
efficient and energy-efficient. However, microprocessors
are expensive and have unnecessary functionality in
smart home nodes, so using microprocessors in such
devices is impractical.
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and shared logic

Neural Engine
(cores x8)
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Fig. 1 The architecture of the Apple A12 Bionic microprocessor.

The research on using neural networks in autono-
mous compact devices is not new. One of these papers
[8] focuses on the issue of drone autopiloting using arti-
ficial neural networks, but it does not describe the inter-
action principle between the neural network and the
microcontroller or microprocessor. Another publication
on this topic is a book [9] that describes the principles of
applying neural networks to specialized microcontrollers
in the Arduino series.

From these publications, it is evident that the prob-
lem of applying neural networks to regular microcontrol-
lers in the consumer segment remains relevant.

To resolve the problem of deploying neural networks
in smart home nodes, two approaches can be used:

1. placing separate microcontrollers for the neural
network and the basic firmware is a reasonable
approach, but it increases the node size, compli-
cates its schematics, and if the device needs to
be autonomous, it reduces the possible operat-
ing time from the power supply elements;

2. placing the base firmware and neural network
on a single microcontroller is also a rational
approach, but it requires developing a new
microcontroller architecture, which is time-
consuming, and costly, and the result is not
always guaranteed.

Thus, there is a problem with using a neural network
on a regular, non-specialized microcontroller. As an arti-
ficial neural network for image recognition in smart
home video systems works based on a specialized micro-
controller, developers of neural network technologies
are faced with rather simple questions:

1. Can neural networks be used with ordinary
microcontrollers?

2. Whatis the optimal level of training for a neural
network to be used with microcontrollers?

This paper aims to research the possibility of using
artificial neural networks with regular microcontrollers
and compare the neural network’s performance on
a microcontroller and a personal computer.

1. EQUIPMENT AND ARTIFICIAL
NETWORK DEFINITION

In this paper, a microcontroller and an artificial neural
network that will run on it are used for the experiment.
The artificial neural network used is a system for object
recognition and classification. This system is written in
the Python® [10] programming language using
the Tensorflow® [11] library for building artificial neural
networks.

The constructed artificial neural network has
a sequential convolutional architecture with feedback
connections between layers [12]. A convolutional neural
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network is a class of deep artificial neural networks that
utilize a type of multilayer perceptron [13] [14].
The advantage of convolutional neural networks is that
they do not require a large amount of preprocessing of
data before being fed into the layer of neurons, and
the amount of information is constantly reduced after
each layer of neurons [15].

The constructed system consists of eight layers of
neurons. The cifar10 [16] dataset from the Tensorflow®
library is used to train the system. This dataset contains
60000 images of size 32x32 pixels, which are divided into
10 classes (with 6000 images in each class). The selected
dataset is intended for users who are just learning neural
networks and therefore must meet the following criteria:

1. to have a small size;

2. to be complex (without errors or inaccuracies)
and allow focusing on learning and building neu-
ral networks, rather than on the dataset itself;

3. to be embedded in the library.

To solve the first problem, the images in this dataset
are pre-processed using a simplified method, including
cropping the image to ensure a 1:1 aspect ratio and com-
pressing it to 32x32 pixels. Unfortunately, the developers
of this educational material did not provide information
on why the image size is specifically 32x32 pixels [17].

The training set includes pre-classified images
(Fig. 2). In the case of this educational material, the
developers provided the following classes of objects: air-
planes, cars, birds, cats, deer, dogs, frogs, horses, ships,
and trucks.

The experiment is carried out using a laptop and a mi-
crocontroller. The laptop used is the Lenovo® Legion® 5
15ACH6H [18]. A laptop, or personal computer, as a pow-
erful computing system, is a necessary component for
writing and training an artificial neural network, as well
as for configuring the microcontroller and loading the ar-
tificial neural network onto it. The ESP32 CAM (Fig. 3)
[19] module is used as the microcontroller. This module
was chosen for its Wi-Fi module, which is necessary for
downloading libraries wirelessly from the Internet,
the presence of an expansion board with a programmer,
and its support for the «Micropython» [20] interpreter
for programming the microcontroller using the «Python»
programming language. An additional advantage is
the presence of the OV2640 camera [21]. The "Micro
python" interpreter cannot use full-fledged neural net-
work models and libraries for their construction. There-
fore, the model training was carried out on a computer.
Also, the ESP32-CAM microcontroller does not have suf-
ficient memory capacity and computing power for train-
ing models.

deer (4) frog (6) dog (5)

Ty
bird (2) truck (9) frog (6)

Fig. 2 Example images from the «cifar10» dataset.

Fig. 3 Appearance of the ESP32 CAM microcontroller module.

The ESP32 CAM module is designed as a training
module for developing «smart home» systems, security
systems, and video surveillance systems.

As an artificial neural network is a code that runs
using computational resources, it is important to provide
the basic characteristics of these devices in Table 1.

It should also be noted that artificial neural networks
for personal computers and microcontrollers are differ-
ent due to the support of different technologies. Thus,
we have a different composition in the architecture of
the artificial neural network. Models that run on micro-
controllers and other low-power devices require some
simplifications to save space that the model occupies in
the memory of the microcontroller and microcontroller
resources, in order not to overload its processor by
100%, and other simplifications that are automatically
performed by compilers. In the case of using the Tensor-
flow® library, the built-in compiler turns a regular model
into its lightweight version [22]. An example of simplifi-
cation is shown in Fig. 4.

TABLE 1 MAIN CHARACTERISTICS OF TARGET DEVICES
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Main characteristics Device

of the device Laptop Microcontroller
A number of cores, 3 5
pcs.
Amount of RAM, GB 16 0,00052
Processor clock

2 24

speed, MHz. 3200 0
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NepeTeopekys mogeni model_25_epachs
W tensorflow/compiler/mlir/lite/python/tf_tfl_flatbuffer_helpers.cc:364] Ignored output_format.
W tensorflow/compiler/mlir/lite/python/tf_tfl flatbuffer_helpers.cc:367] Ignored drop_control_dependency.

As a result, there are the following differences
between neural networks depending on the target
devices:

1. The model designed for use with a personal
computer uses the «Python» interpreter and
consists of five files with extensions «.pd»,
«.index», and «.data-00000-0f-00001».

2.  The model designed for use with microcontrol-
lers and other low-power devices uses
the "Micropython" interpreter, consists of one
file, and has the extension ".tflite".

1. EXPERIMENT SETUP

To research the effectiveness of neural network per-
formance when used with a microcontroller, the main
characteristics for evaluation were determined, as:

1. evaluation of recognition time;

2. evaluation of the percentage of correctly classi-
fied images.

The identified characteristics are essential when
working with a neural network in real-time mode. When
the network is operating in real-time mode, the time
required for object recognition and classification in an
image depends on the processor's operating speed and
the amount of RAM. The number of correctly recognized
and classified objects depends on the degree of the
model's learning. In turn, the degree of the model's
learning depends on two main factors, assuming that all
training data is valid for a particular situation:

1. the size of the training sample (the larger,
the better);

2. the number of training epochs (the more,
the better).

In turn, the number of training epochs carries some
risks. The main risk is the overfitting of the model. To
avoid this problem, the experiment is divided into
4 stages, which are necessary to determine the optimal
degree of training of the network. These stages have
the following distribution in Table 2.

TABLE 2 EXPERIMENT NUMBER AND NUMBER OF TRAINING EPOCHS

By conducting experiments with different numbers of
training epochs, it is possible to determine the accuracy
of the neural network's performance depending on
the degree of training. Taking into account the uniformity
of the neural network for the microcontroller and laptop,
and the availability of data for the experiment, it is pos-
sible to determine the productivity of the neural net-
work's work on different types of devices depending on
the time spent.

The test data for verifying the neural network's per-
formance consists of pictures of various animals and
vehicles belonging to standard classes of the training
material. The volume of the test sample reaches 20 pic-
tures, with 2 pictures for each of the classes. The test
sample is identical for the two target devices.

The model's runtime is measured as the total time
spent on classifying the entire test set and is measured
by the formula:

20
tsum = Ztn ’
n=l1

where n is the index of the test sample, and t, is the time
it takes to recognize the element on the test image from
the sample.

The accuracy of the model's classification is evaluated
using the formula:

N=100%,
n

where nis the size of the test sample and p is the number
of correctly classified objects in the images.

V. ANALYSIS OF OBTAINED RESULTS

After training the artificial neural network, data on
the model's execution time and accuracy were obtained
for both the computer and the microcontroller.
The obtained data were recorded in Table 3.

From the obtained results, it can be seen that the
execution time on the microcontroller is longer, and
the accuracy is lower. Such results are expected and quite
logical. The reasons for such a result are:

1. the working frequency of the microcontroller is
lower, which makes the artificial neural network
work slower;

TABLE 3 EXPERIMENTAL RESULTS

Experiment number The number of training epochs Experiment The obtained results
1 1 number Laptop Microcontroller
2 Time, (s) Accuracy, Time, (s) Accuracy,
3 10 % %
4 25 1 0,99 25,00 2,54 20,00
2 0,91 45,00 2,31 40,00
3 0,89 55,00 2,36 50,00
4 0,91 55,00 2,47 50,00
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Dependence of accuracy on the number of epochs
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2. the amount of RAM is smaller, so the memory
gets filled with data faster, and as a result,
the operating system in the form of the
«Micropython» interpreter waits for the
memory to be released, so during these
moments, the program «freezes» due to a lack
of resources;

3. a smaller number of physical cores leads to
a smaller number of parallel computations,
which affects the device's speed;

4. thelower accuracy of the work is due to the sim-
plified architecture of the artificial neural net-
work during conversion to a format supported
by microcontrollers and other low-power
devices.

It is also worth noting the lack of progress in training
the artificial neural network in experiment number 4.
shows that the accuracy percentage of the neural
network did not improve during the model's training.
Such behavior can be explained by the fact that
the model is overfitting, during which it began to
«memorize» the answers [23]. Solutions of this problem
may include:

1. changing the ratio of the training and validation
sets during the model's training;

2. changing the number of epochs for training
the model;

3. attempting to train the model on a larger
dataset.

The first approach is actively used in real life. In this
case, the ratio of the validation set to the training set is
taken from one to five, or from one to ten.

The second approach to solving this problem requires
more powerful computing equipment and training

the model on graphics cards rather than central proces-
sors because during model training, floating-point num-
bers are used, and graphics cards perform better with
these numbers, making them faster.

The third approach requires creating a custom
dataset for training the neural network, which requires
a large number of relevant specialists and significant
time investments to find and prepare the appropriate
material for model training.

During the analysis of the obtained data, the best
results were achieved in experiment number 4. In this
experiment, the microcontroller attained an accuracy of
50% correct answers. Speaking more precisely, the clas-
sification accuracy varied depending on the class of
images: airplanes, cars, ships, trucks, and birds achieved
100% correct object classification, while for cats, deer,
dogs, frogs, and horses, the classification accuracy was
0% correct answers. The data reveals a trend where
images of different types of machinery and birds are
recognized best, while the accuracy of recognizing other
animals is zero.

These results appear due to a certain similarity
among the animals. Horses, dogs, and deer are very sim-
ilar to each other in terms of neural network perception
due to shared distinctive features (they have four legs,
fur, etc.).

The obtained results are low. They can be improved
by training the model with higher-quality data over
a larger number of epochs and making certain modifica-
tions to the model architecture (adding more layers with
a greater number of filters). Classification accuracy can
also be improved by increasing the sharpness and reso-
lution of the images.

CONCLUSIONS

The possibility and relevance of using artificial neural
networks on microcontrollers and other low-power
devices were investigated in this paper. Object recogni-
tion and classification of images served as a task for
the artificial network. The study was conducted by com-
paring the performance of the model on a personal com-
puter and a microcontroller.

The artificial neural network obtained during
the work was written in the «Python» programming lan-
guage using the library for building artificial neural net-
works «Tensorflow®». The model was trained using
the embedded dataset «cifarl0». To verify the results,
20 pictures of various objects were downloaded from
open access, which are included in the classification sat
of the neural network.

The results obtained during the experiment showed
that the use of artificial neural networks with microcon-
trollers is possible and appropriate, but the obtained
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results are different compared to the application of neu-  the time costs for determining objects from the test
ral network on personal computer. The difference in  dataset for use on a microcontroller are still significant
the obtained data in terms of the accuracy of the model and may depend on the architecture of the artificial neu-
is not significant and ranges within 5%. At the same time,  ral network and the microcontroller model.
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HauioHanbHUI TEXHIYHWI YHiIBEPCUTET YKpaiHK

"KWUiBCbKMIM NOITEXHIYHMM IHCTUTYT imeHi Irops Cikopcbkoro" R 00syn5v21
Kuis, YKpaiHa

AHomayia—CTaTTio NPUCBAYEHO BUPiLLEHHIO NP061eMn BUKOPUCTAHHA HEMPOHHUX MepeXK ANA Po3ni3HaBaHHA 306paXkeHb
Y PeXuMmi peasnibHOro 4acy Ha MasionoTYXXHUX NOPTAaTUBHUX NPUCTPOSAX, L0 NPALIIOIOTb HA MIKPOKOHTposiepax. AK LinboBui
NPUCTPIii BUKOPUCTAHO MiKpPOKOHTponep ESP-32€ CAM, Ha sKOMy PO3rOpHYTO LUTYYHY HEPOHHY MepEesKy, HanucaHy 3 BUKOpU-
CTaHHAM MOBM nporpamyeaHHsa Python’ i 6i6niotekn Tensorflow® ansa nobyaoeu HelipoHHUX Mepexk. Y po60Ti BUKOHaHO nopi-
BHAHHA NPOAYKTUBHOCTI MiKPOKOHTPO/IEpa Ta NepCcoHaNbHOro Komn’toTepa AnA BUABAEHHA 06’ EKTIB 3a ,ONOMOroto HeMPOHHOI
mepexKi Ta ix Knacudikauii. MopiBHAHHA NpoBeAeHO 3a YacoM po3nisHaBaHHA 306paKeHHs Ta BiACOTKOM NPaBUJIbHO Kaacuodi-
KOBaHMX 06'€KTiB. Y CTaTTi NOKa3aHo, WO KiNbKiCTb €NoX HaBYaHHA BNJMBAE HAa TOYHICTb KNacudiKauii 06’eKTiB Ha 306paXkeHHi.
OTpuMaHi pe3ynbTaTu AEeMOHCTPYIOTb, WO 36iNblIeHHA KibKOCTI enoxX HaBYaHHA NiABULLYE TOYHICTb po3ni3HaBaHHA 06’€eKTiB
3a AONOMOrOI0 A0CANiIAXKYBaHOI HEMPOHHOI MepeXKi, ane 3HauHe 36iNblEeHHA KiNIbKOCTI eNoX He NPU3BOAUTb A0 CYTTEBOrO MOK-
paLeHHA TOYHOCTI po3ni3HaBaHHA. Mia Yac HaBYaHHA HellpomepeXKi BUABNEHO NeBHe «MepeHaBYaHHA» moaeni. [laHa npo-
6nema BUHUKNIA Yepe3 Be/IUKY KiZIbKiCTb enoxX HaBYaHHA Ha Manili KiNbKOCTi HAaBYaZIbHUX JAHUX ANA CTBOpPeHoi mogeni. Ans
YHUKHEHHA uiei npobnemun B MaiibyTHbOoMy peKomeHA0BaHO 6paTtu 6inble HaBYanbHOro martepiany abo cnpocTUT moaenb
ANA BAKOPUCTAHHA Y¥Ke iCHYIOUYOro Habopy HaBYaIbHUX AaHUX. AHaNI3 OTPUMAHUX AAaHUX NOKA3aB, WO BiAMIHHICTb Y TOYHOCTI
po60TU MixK MIKPOKOHTPONEPOM Ta NEePCOHANbHUM KOMN'IOTepom cknana 5%, Wo He € CyTTEBUMM, NPOTe BiAMiHHICTb y 3aTpa-
YeHOMYy Yaci cKiana 6inbLue HiXK y 2 pasu, Wo € KPUTUUHUM ANA KnacudiKauii 06’eKTiB y pexkumi peanbHoro yacy. Pesynbratu
po60Tu moaeni Ha MiIKPOKOHTPO/Iepi MOKa3an TOYHICTb, KA cKNaAae 50%. TOUHICTb B 3aNeXKHOCTI Big, KNacy Taka: Ans NiTakKis,
aBTOMOGiniB, KOpabnis, BaHTaXKiBOK Ta NTaXiB TOUHICTb KNacudikauii 06'ekTiB cknana 100%, a 4Na TBAPUH TOUHICTb Knacudikauii
06'eKTiB cKnana 0%. 3 OTPUMAHUX JaHUX BUAHO TEHAEHLIO, WO HaliKpalie po3ni3HalTbca 06pasu TeXHIKU pisHUX TUNIB Ta
NTaxu, a TOYHICTb PO3Ni3HaBaHHA TBAPUH € HYbOBOI. TaKOX HaBeAeHO peKoMeHAALT 3 YA0CKOHaNeHHA poboTn moaeni, AKi
6 nigBULWMAK TT TOUHICTDb.

Knrouoei cioea — MiKpoKoHmMposep; HelipoMmepexa; enoxa; Ha84YaHHSA; Kaacugikayis.
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