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Abstract—This paper introduces an advanced mathematical model for generating and analyzing cloud cover images,
specifically designed to enhance photovoltaic (PV) partial shading studies. The model development involved a detailed anal-
ysis of real cloud cover images, with a particular emphasis on capturing their anisotropic spectral characteristics. This was
achieved through a combination of spectral analysis and advanced image processing techniques. The research methodolog-
ically focused on developing a four-parameter model to accurately represent cloud formations' spectral properties. Key
parameters were identified and fine-tuned to match the real cloud formations' characteristics. This involved analyzing
the magnitude and phase spectra of the cloud covers and fitting them to a model capable of replicating these properties
accurately. A significant part of the research was dedicated to formulating a novel phase spectrum generation technique.
This technique was specifically designed to control the degree of similarity between the synthesized and original images,
thereby ensuring the model's effectiveness in various simulation scenarios. The process involved manipulating the phase
information of cloud cover images while maintaining their high-frequency components to enhance the detail and realism of
the synthesized images. The model's accuracy in replicating cloud cover features was tested against traditional spectral
synthesis methods. This comparative analysis involved generating cloud cover images using the developed model and estab-
lished methods, then comparing these images to the original cloud covers in terms of visual similarity and approximation
error. Additionally, the model was utilized to generate pseudo-random cloud cover images by varying the phase spectrum
parameters. This process ensured that the generated images, while being random, adhered to the spectral characteristics of
the original cloud covers. The research methodology also involved a detailed examination of the images' key characteristics,
such as direction, length, and density, to ensure fidelity to the original samples. In summary, this paper details an approach
to cloud cover image synthesis, with a focus on the accuracy of spectral properties and the development of an algorithm of
model parameters estimation. The research highlights the use of advanced spectral analysis and image processing techniques
in deriving key model parameters, leading to a significant advancement in cloud imaging for solar energy applications.

Keywords — spectral image synthesis; partial shading; cloud cover modeling; image approximation accuracy; spectral ani-
sotropy; frequency response analysis; phase spectrum generation

. INTRODUCTION achievable annual RES potential without taking into

Year after year, electricity demand grows by 1.5-5% account hydropower of Ukraine is about 370 TWh [8, 9].
’ I (o]

[1], and installing new generation capacities based on Among all renewable sources, solar energy has a spe-
renewable energy sources (RES) is a promising and often  cial role. Over the last decade, considerable progress has
indispensable method of meeting these increasing needs ~ been made in the technology of manufacturing solar
[2, 3]. Predictions suggest that by 2025, these demands panels, which has made them widely available and cost-
will be fulfilled primarily by low-emission sources, pre- effective [10, 11]. In addition, solar modules do not have
dominantly through RES [4, 5]. Besides mitigating envi- ~moving parts and during their operation do not create
ronmental impact, RES usage offers several other bene- ~ Noise and vibration pollution in comparison with wind
fits, including decentralization and reduced electricity ~ €nergy. Coupled with supportive government policies,
transmission losses, among others. In addition, RES are these factors have led to a substantial rise in the number
well aligned with the concept of distributed electricity ~ ©f low-power autonomous solar power plants, primarily
generation. Despite this, a significant drawback of for private household use. That is why in Ukraine in 2021
the use of RES is the variability and dependence of the share of solar electricity was about 56% among other

the output power on weather conditions [6]. RES [9].

Ukraine aligns with global trends by integrating RES When operating a solar power plant, the panels
into its energy system, as reflected in its energy strategy.  receive different amounts of solar radiation [12]. This
This strategy underscores the importance of decarboni- ~ Phenomenon is called the partial shading effect. The rea-
zation and the utilization of RES in the energy sector [7].  sons for its occurrence can be various factors, but

According to approximate estimates, the technically —the most significant is the presence of cloud cover. In
addition to reducing the output power, partial shading
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can cause overheating and damage to individual ele-
ments of the solar panel [13, 14]. In this regard, a lot of
research is being conducted to determine ways to mini-
mize or eliminate the negative impact of the partial shad-
ing effect while simultaneously maximizing power
extraction [15]. To check the effectiveness of these
methods, a mathematical model of the cloud cover is
needed, which will accurately reproduce the operation
of the array of solar panels in conditions of partial shad-
ing.

The aim of this work is to develop a cloud cover
simulation model that accurately replicates real-life con-
ditions of partial shading and allows to maximize power
output of solar panel array.

1. METHODS

A. Cloud optical thickness and 1/f noise

To quantify the impact of cloud cover on solar radia-
tion received per unit area of a solar panel, the optical
thickness of the cloud cover is used, determined as fol-
lows [16]:

e,i
t=In——=T,
et

where E,; — illuminance of incident sunlight, E,, —

illuminance of transmitted through the medium sunlight,
T —medium transmittance.

In practice, T is measured experimentally by employ-
ing ground-based equipment, satellites, or a combina-
tion of these methods [17-19]. The disadvantage of
using experimentally obtained data is the low frequency
of measurements, which does not allow simulating
the operation of an array of solar panels (SP) in real time.
Consequently, an approach to cloud cover generation
using a mathematical model that delineates the optical
thickness of the cloud cover has gained popularity [20,
21].

Like most natural processes, the image of cloud cover
has a characteristic of power spectral density (PSD),
which is described by the following distribution law [22]:

S(f)r—— (1)

m
where m — dimension of space, f= fo,z — norm of
i=1

the m -dimensional frequency vector (fy,...,f,), f; -

the frequency component along the
i-th axis, o —fade coefficient, which defines the color of
the process (noise), ¢ —some coefficient.

In the discrete scenario, the PSD distribution law for
noise follows the same description as in the continuous
case (1).

Owing to the nature of its magnitude spectrum, this
process is referred to 1/f noise. Similar processes are

found in electronics [23], biology [24] and many other
areas of human activity. In this regard, many studies have
been conducted to analyze their nature, as well as to
create a mathematical model [25].

The concept of noise is quite often used instead of
the terms random process or signal, therefore, in further
explanations, these definitions will be considered inter-
changeable.

For the sake of simplification, we introduce the defi-
nition of the term “noise” as a random process with
the following properties:

1. Stationarity — absence of dependence of statisti-
cal parameters of this process (such as average
value and variance) on time. This simplifies
the analysis because the properties of the pro-
cess remain constant.

2. The normal distribution law — at any moment in
time, the process corresponds to a normal distri-
bution, which is characterized by an average
value and a standard deviation.

3. Spectrum range limitation — defined as noise
having non-zero spectrum components exclu-
sively within a specific frequency range or band-
width. In many real-world scenarios, such limita-
tions are observed where noise occurs within
certain frequency ranges

4. Ability to control the PSD. The power spectrum
of a signal reflects how its energy is distributed
among different frequencies. By controlling
the power spectrum, it is possible to control
the energy distribution over the different
frequency components of the noise. This can be
important for reproducing the properties of real
processes and phenomena. Such property can be
achieved directly or by summing independent
normalized noises.

The direct control of the noise spectrum significantly
enhances its quality. Among the various cloud cover
generation methods, the spectral synthesis method and
its derivatives are notable for allowing spectrum control
[26, 27].

B. Spectral synthesis method

Spectral synthesis methods rely on various integral
transformations [26]. This approach enables direct
operation on the spectral characteristics of the output
signal. Methods utilizing the Fourier transform have
gained significant popularity. The algorithm of this
method in the one-dimensional case is considered as fol-
lows.

Initially, white noise with a normal distribution law is
generated in the spatial domain of the required size.
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Commonly, this involves using noise with zero mean and
unit variance, also known as Gaussian noise. However,
depending on specific requirements, these statistical
parameters may vary.

Then, the noise spectrum is obtained using the Fou-
rier transform:

R=F[r]=X+jY,

where X, Y — random variables with normal distribu-
tion.

Once the spectrum of white noise in the frequency
domain is determined, a filtering function F is applied to
achieve the desired PSD. Various functions can serve this
purpose. To generate the cloud cover, a discrete version
of the 1/f noise distribution law, as previously

described, is utilized. Consequently, the following is
obtained:

’
R =R-F )
To find the original noise with the necessary spectral
characteristics, the inverse Fourier transform is used:

i

An example of cloud cover obtained by two-dimen-
sional spectral synthesis is shown in Fig. 1.

The isotropic nature of the resulting noise, attributed
to the filter function being a rotation figure, poses a dis-
advantage in cloud cover modeling, as real cloud cover
exhibits a certain degree of anisotropy. To address this
limitation, modifications to the current spectral synthesis
method are required.

C. Mathematical model of anisotropic spectral
synthesis
For model development, an analysis of the spectral

characteristics using a real image of cumulus cloud cover
(Fig. 2) is required.

The Fourier transform presupposes the periodicity of
the target function. However, the example cloud cover
image (Fig. 2) is not periodic, resulting in a pronounced
jump at the image boundaries. This discrepancy leads to
spectrum leakage, significantly influencing the spectral
characteristics [28].

To mitigate or reduce this effect, various window
functions are employed [29]. For the two-dimensional
case, window function is defined as:

2,2
W 1—,/ky +kj, ’
max(k)z( +k§)
where k, —the number of the spectral component along

the abscissa axis, ky — the number of the spectral com-

ponent along the ordinate axis.

1.0

0.8

0 20 40 60 80 100 120

Fig. 1 An example of a cloud cover image obtained using two-
dimensional spectral synthesis. Arrows determine the positive
directions of the axes

600

700

800
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Fig. 2 Studied original image

The window function is applied to the original image,
and the constant component of the original image is
excluded to simplify the subsequent analysis of its spec-
tral characteristics:

po=W(p-p),
where p =E[p] — mean value of examined image.

Upon the application of this window function,
the appearance of the original image is as shown in
Fig. 3. This application results in a visually smooth reduc-
tion in the brightness of the original image near its edges,
effectively minimizing the impact of the spectrum
leakage phenomenon.

The next step is to find the spectrum of the prepro-
cessed image pg using the Fourier transform:

P=F[py|=X+j¥

As well as magnitude and phase spectra (Fig. 4 and
Fig. 5, a, respectively):
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Fig. 3 Preprocessed studied image

14

100

12

200

300

10

500

600

700

800

o} 200 400 600 800

Fig. 4 Magnitude spectrum of windowed image: 1 — axial compo-
nent, 2 — elliptical component
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Fig. 5 Phase spectrum of windowed image (a) and generated
phase spectrum (b). Axial components are emphasized with
circles

Ap =|P|=|X + Y|
gp =argP=arg(X+Y)

The magnitude and phase spectra display distinct
characteristics, notably the sections along the axes and
an elliptical component (Fig. 4 and Fig. 5, a). For
the generation of cloud cover using spectral synthesis,
these specific features of the spectral characteristics
need to be replicated.

The analysis begins with the phase response and its
components along the axes. Approximating the phase
response presents a complex task, as the distribution law
is not clearly established, in contrast to the amplitude
response. Therefore, spectral synthesis is employed for
generating the phase.

Initially, the spectrum of the phase response is deter-
mined using the Fourier transform:

O =F[o]=X+j¥
Followed by its magnitude spectrum:
Ag =|@| =[x+ Y| )

The obtained magnitude spectrum (3) is then used as
a filtering function in the spectral synthesis procedure
previously described (2):

-1
Poyr =F [A(D : R]' “4)
where R represents the white noise spectrum.

The application of this approach yields an approxi-
mate phase response @,,; (Fig. 5, b), mirroring the fea-
tures and distribution law of the original phase response
(Fig. 5, a).

In generating the phase spectrum characteristics by
this method, it is observed that boundary values may

extend beyond the range of [-m,m]. Nonetheless,
the normalization of the phase spectrum is unnecessary

due to the periodicity of the basic’s functions in the Fou-
rier transform.

Using the generated phase spectrum ¢,,; , the origi-
nal magnitude spectrum Ap, and the inverse Fourier

transform, reconstructed image of the cloud cover can
be defined as:

p= F—1[ APej(Papprox J

Upon analysis of the restored cloud cover image
(Fig. 6), it is evident that the generated phase spectrum
successfully captures most features of the research
image of the cloud cover.

However, since this method of phase spectrum
generation is pseudo-random, images produced using
this phase will bear visual similarity to the original image.
To address this limitation, a random phase spectrum can
be defined as follows:

0=£0p +(1-¢),, )

(1)
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where @p — phase spectrum of the original image, ¢, -

random phase spectrum, £€=0...1 — blending coeffi-
cient.

The subsequent step involves the approximation of
the elliptical component of the magnitude spectrum.
This requires determining the rotation angle of the ellip-
tical component, as well as quantifying the attenuation
along its major and minor semi-axes.

To determine the angle of rotation, it is necessary to
select the elliptical component of the magnitude spec-
trum:

’

Ap, Ap 2th
Ag =
0,Ap <0

where th represents the threshold value corresponding
to the boundaries of the elliptical component.

This threshold value is established experimentally,
and for the magnitude spectrum of the analyzed image
( ) on a logarithmic scale it is equal to th=9. None-
theless, this approach does not allow for the complete
separation of the elliptical component from the axial
components, resulting in potential inaccuracies in deter-
mining the rotation angle. To mitigate this issue, sections
of the spectrum that cannot be distinctly categorized are
substituted with zero values or the nearest discernible
components (either horizontal or vertical), emphasizing
the presence of the elliptical component. illustrates
this process, with the relevant modifications highlighted
in red.

After that, the angle of rotation is determined
through linear regression. Additionally, a weighting func-
tion is implemented to augment the impact of low-fre-
guency components on the regression outcome. In this
context, the objective is to minimize the following differ-
ence using the least squares method:

SSE =D D Al Kk, —dky ), (6)
i

where k,, ky — the number of the spectral component

along the corresponding axis, A, — elliptical component
of the magnitude spectrum. It should be noted that all
variables in equation (6) are dependent on i and j,

although this dependency is omitted in the notation for
simplicity.

For this purpose, the partial derivative with respect
to the angular coefficient is calculated and then set to
zero:

%555 =233 Az (k, —aky )k, =0 7
i

Having solved the resulting equation for the desired

parameter, a linear regression equation through

the origin of coordinates is obtained [30], with

the magnitude spectrum serving as a weighting function:
ZAgllipcitkykx <k k >
[ _ yUx
;;Agllipcitk)z( <k)2(>

The average value in formula (8) is determined as fol-
lows:

a:

®)

ZzAgllipcitf (i ' )
I
ZzAglIipcit
I

Regression analysis involves the presence of
a dependent variable and one or more independent
variables. Formula (8) assumes that is an independent
variable, but experimentally it was established that

(£(i.4))= ©)
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sometimes it is more appropriate to choose as an inde-
pendent variable. In this case, equation (8) takes
the form:

a:

oo

The next step involves approximating the magnitude
spectrum along the axes of the elliptical component.
The PSD distribution law of the 1/f noise (1) is proposed
as the approximating function. However, this approach
necessitates determining two parameters: the attenua-
tion coefficient o and the constant c. Employing
the method of least squares in this context necessitates
solving a system of two transcendental equations, which
demands the application of numerical methods [31].
Such a requirement significantly complicates the algo-
rithm and reduces its computational speed.

Therefore, for simplification, the magnitude spec-
trum normalization is performed as follows:

Aoy =P
Pn max(Ap)

Using this approach allows you to significantly sim-
plify the approximation process.

Next, employing the method of least squares results
in an exponential regression scenario that simplifies to
a linear case [32]:

SSE:Zl:logAp,,—(—éclogk)}2 (11)

By applying the approach used in equations (7)-(8) to
equation (11), the following is obtained:

gogklogAP,, <Iogk|ogAP,,>
z]og2 k <Iog2 k>
i

In turn, the following distribution function is used to
approximate the magnitude spectrum:

&= (12)

Aout =\(1-m)M* +nN?, (13)
where nzl—amin/amaj — blending coefficient which
determines the degree of stretching of the symmetric
distribution  law = M :l/x“'m'”"r
N :ky —-a

along the major and minor axes respectively.

along line

majiKx » Omaj, Oyin — attenuation coefficient

It was also experimentally established that the linear
components of the magnitude spectrum along the axes
are quite difficult to approximate, and their influence on
the generated images is quite small, so they can be
neglected.

Thus, to generate images of cloud cover of a certain
type, it is necessary to find four parameters: the attenu-
ation coefficient along the major o.,,,; and minor a.,,;,

axes of the elliptical components of magnitude spec-
trum, the angle of rotation a of the elliptical compo-
nent, and the phase spectrum ¢ (original or pseudoran-

dom). That is, the developed cloud cover model contains
four parameters.

D. Algorithm for finding the parameters of
the developed model

The flowchart of the algorithm for finding the param-
eters of the developed model is shown in

Cloud cover images of a specific type serve as
the input data. In scenarios involving multiple images,
the algorithm is applied to each image individually. Sub-
sequently, the parameters determined from each image
are averaged. Based on these averaged parameters,
the output image is then generated.

In the process of approximating the magnitude spec-
trum, as exemplified in equations (8) and (10), a change
in the signal energy occurs. This alteration can result in
a notable discrepancy in values between the original set
of images and the generated image. To counteract this
issue, normalization is required. This involves the use of
a proportionality factor, which quantifies the ratio by
which the energy of the original image exceeds that of
the generated image:

ZAgut (i'j)
]
> 23(0.4)
]

where A,,; —magnitude spectrum of generated image,

Cpsp =

Ap — magnitude spectrum of the source image or

the average magnitude spectrum of a set of input
images.

Input of the ¢
cloud cover image
¢ Determination of the

restored magnitude

spectrum using (13)

Determination of phase ‘L
spectrum using (5)

Image generation using
,L inverse Fourier transform
based on found parameters

Determination of the angle

of rotation of the elliptical ¢
compeonent using (8 or 10)
¢ Output of the
generated image

Determination of attenuation
along the major and minor
axes of the elliptical
component (12)
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Moreover, when employing a random phase at values
e~0 in equation (5), there are instances where
the value of proportionality cpsp =1, indicating that
the energies of the output and generated signals are
equivalent. Nonetheless, this can result in the presence
of areas in the generated image that exceed the value
range of the original image.

To align the generated image within the value range
of the original image, linear regression is utilized [32]:

<AapproxAP > - <Aapprox ><AP >
(-t
B = <AP > - 6<Aapprox >

Thus, the normalized magnitude spectrum is deter-
mined as follows:

a:

’

Aapprox = aCPSDAapprox +b (14)

In addition, after generating the cloud cover image,
using (14), it is necessary to bring the image to the range
of the original image:

Routp, min(R,,,p ) S Routp < max(R,-np)
Routo =1 Min(Ring ), Routp <min(Rin, )
max(R,-np ), Routp > max(R,-,,p)

Furthermore, experimental findings indicate that in
cases where long tails are present along one of the
frequency response axes, it is recommended to consider
this variable as the dependent variable in determining
the magnitude spectrum rotation angle a, utilizing
the appropriate formula — either (8) or (10). For instance,
in the magnitude spectrum of the studied image (Fig. 4),
tails are observed along the x axis, thus making the use
of formula (10) more suitable. Employing formula (8)
in such scenarios could result in an inaccurate estimation
of the rotation angle.

1. RESULTS AND DISCUSSION

To validate the developed method of spectral synthe-
sis, a comparative analysis was conducted against
the traditional method of spectral synthesis, focusing on
the accuracy of approximating the original image.

In both approaches, the phase spectrum of the origi-
nal image was employed. In the traditional method,
the frequency response is determined using equation
(13), under the assumption of symmetry, i.e. n=0.

The accuracy of the approximation is estimated using
the root mean square error:

RMSE = iii[ P(i,j)—P' (i,j)T,

mn -y j=1

where P(i,j) — pixel value of the original image with

coordinates (i, ), p (i,j) —pixel value of the generated
image with coordinates (i, )

The results obtained from applying the proposed
algorithm (Fig. 8) and the traditional approach to the an-

alyzed image are displayed in Table 1. Images restored
using these methods are illustrated in Fig. 9 and Fig. 10.

TABLE 1 APPROXIMATION PARAMETERS OF THE ORIGINAL CLOUD COVER IMAGE

€08T6C BRIW SSY-€7SC/SESOT 0T 10d

Proposed method Basic approach
1,447 -
Lmgj ’
1,591 1,572
Linin 9 ~7
a -2,095 -
n 0,0996 -
RMSE | 22,956 28,982

80
100
200 60
300 &
400

20
500

0
600
700 -20
800

—40

0 100 200 300 400 500 600 700 800

Fig. 9 Recovered images using a traditional spectral synthesis
approach
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Fig. 10 Recovered images using proposed method
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Fig. 11 Pseudo-random image generated using proposed method
with €=0.4

Table 1 demonstrates that the proposed method
yields a 20.79% lower image approximation error for
the studied image compared to the traditional method.
Both methods yield similar values for the attenuation
coefficient o,;, .

In the analysis of the generated images (Fig. 9 and
Fig. 10), it is evident that the image produced using
the proposed method visually is more similar to the orig-
inal image (Fig. 2). The traditional method, characterized
by an isotropic magnitude spectrum with an attenuation
coefficient a.,,;, , leads to a reduction in the amplitude
of harmonics along the elliptical component's semimajor
axis, resulting in a loss of detail in the traditionally gener-
ated image.

Additionally, examples of the proposed method in
producing pseudo-random cloud cover images is demon-
strated, employing a range of values of €=0,4 (Fig. 11)
and £=0,6 (Fig. 12) in the equation (5). While
the quality of these images may be lower compared to
the recovered image (Fig. 10), they serve the purpose of
generating pseudo-random cloud cover that closely
mimics the spectral parameters of the input image.

The images generated through this method success-
fully retain key characteristics of the original, such as
the direction and length of low-frequency components.
The values of 1<0,5 effectively maintain the phase
information of the high-frequency components of
the original image, sustaining the detail in the generated
images. While, values 1>0,5 lead to a dominance of
the random component in the phase spectrum, facilitat-
ing the creation of pseudo-random images.

100
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0 200 400 600 800

Fig. 12 Pseudo-random image generated using proposed method
with €=0.6

CONCLUSIONS

In this study, a new mathematical model for creating
images of cloud covers has been developed. This model
is particularly beneficial for studying how cloud shadows
affect solar panels, known as PV partial shading.
The focus was on achieving images that closely match
real cloud patterns.

The main achievement of this work is the accurate
replication of cloud appearance and behavior. This is cru-
cial for understanding the impact of cloud-induced shad-
ows on solar panels, influencing their energy output.

The significance of this research extends beyond just
producing cloud images; it plays a vital role in solar
energy advancement. The model allows for better plan-
ning and management of solar panel systems, particu-
larly in areas with variable sunlight due to cloud cover.

Looking forward, this model could be integrated into
systems predicting solar panel energy output, enhancing
the reliability and efficiency of solar power.

In essence, this study represents a significant
advancement in producing accurate cloud images and
contributes substantially to optimizing solar panel per-
formance under varied cloud conditions.

Comparative analysis indicates that the proposed
cloud cover image synthesis method yields, on average,
a 20% lower approximation error relative to the tradi-
tional spectral synthesis approach. Visually, this trans-
lates to a greater resemblance to the original cloud cover
image.
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YOK 621.314

[eHepaLia aHI3OTPOMNHOro XMapHOro NOKPUBY

B. . Maptutiox’, ) 0000-0003-0882-5114
B. A. *yiikos®, ® 0000-0002-3338-2426
HauioHanbHUI TEXHIYHWUI YHiBEpCUTET YKpPaAiHK

«KMIBCbKUIM NONITEXHIYHUI IHCTUTYT imeHi Iropsi CikopcbKoro» R 00syn5v21
Kuis, YKpaiHa

AHomauyia—Y uil cTaTTi npeacTaBneHO Po3pPobKy maTeMaTUUYHOI Mmoaeni Ana reHepauii Ta aHaniy 306paXkeHb XMapHOro
NOKPMBY, CNeLia/ibHO NPU3HAYEHOI A4N1A NOKPALLEHHA AOCNIAKEHHA YaCTKOBOro 3aTiHEHHA GOTOENEeKTPUUHUX cucTem. Po3po-
6Ka mogeni BKAloYaNa peTesibHUii aHaNi3 peanbHUX 306paXKeHb XMapHOro NOKpUBY, 3 0CO6/IMBUM aKLLEHTOM Ha BiATBOPEHHA
X aHI30TPOMHUX CNEKTPANbHUX XapaKTEPUCTUK 3a A0MNOMOrok Kom6iHauii cneKTpasnbHOro aHanisy Ta pisHOMaHITHUX meToais
06po6kM 306parkeHb. MeToaonoriyHo AocnipkeHHA 6yn0 30cepeAkeHO Ha po3pobui moaeni 3 YoTMpMa NapameTpamu Ana
TOUYHOIO Bif06paXKeHHA CNeKTPasibHUX BIaCTUBOCTEN XMapHOro nokpusy. OCHOBHI napameTpu 6ynn BU3HAYeHi 3a 4,O0NOMOro
BUKOPUCTAHHA Pi3HOMaHITHUX Mogeneli perpeciiHoro aHanisy, Wwob BigNoBiAaTH XapaKTepuUCTMKam peanbHUX Xxmap. Lie Bkato-
Yano aHani3 amnAiTyaHMUX Ta Pa30BUX CNEKTPIB XMAapPHMX NOKPUBIB Ta IXHIO aAanTauilo 40 Moaei, 34aTHOI TOYHO BigTBOpIOBaTH
Li B1ACTUBOCTI. BaXXK/IMBOIO YACTUHOIO A0C/iAXKEHHSA 6y10 GopMyBaHHA HOBOT TEXHIKU reHepaLii pa3oBoro cnekTpy. Lia TexHika
6yna po3pobneHa AnA KOHTPO/IO CTYMEHSA CXOXOCTi MiXK 3reHepOBaHUM Ta OPUriHaIbHUMMK 306paXKeHHAMM, WO 3abe3neuye
edeKTUBHICTb Moaeni B Pi3HUX CLeHapiaXx MoAeNtoBaHHA XMapHOro NokKpusy. TOYHICTb MoAgeni y BiATBOPEHHI XapaKTepUCTUK
XMapHOoro nokpusy 6yna nepesipeHa NOPiBHAIbHUM aHa/i30M i3 TPAAULIMHMMNU METOAAMU CNEKTPANbHOI CUHTe3Y. Llei aHani3
BK/IIOYAB reHepaLito 306paxkeHb XMapHOro NOKpUBY 3a AOMOMOrolo po3pobneHoi mogeni Ta NOPIBHAHHA LMX 306parkeHb i3
OpUriHaNbHUMMU XMapaMM 3a Bi3ya/IbHOIO CXOXKICTIO Ta NOXMBKO anpoKcumallii. byno BctaHoBAEHO, WO po3pobneHa moaenb
Y NOPiBHAHHI 3 TPAAULIHMM NiAXOA0M CMEKTPa/IbHOro CUHTe3y 3abe3neuye B cepegHboMy Ha 20% MmeHLy NOXMBKY anpoKcu-
mauii BuxiaHoro 3o6paxkeHHs. BisyanbHo ue Bigo6parkaeTbca y 6inbluiii 4iTKOCTi 3reHepoBaHOro 306pa*KeHHA XMapHOro Nok-
puBy. OKpim Toro, moaenb 6yna 3actocoBaHa AnA reHepaLii nceBA0BMNAaAKOBUX 306paXKeHb XMapHOro NOKPUBY LUAAXOM 3MiHU
3HaYeHHA NapameTpy Mmopaeni, AKUiA BignoBigae 3a aHi3oTponilo amnaiTyaHoro cnekTpy. Lie Ao3Bonse reHepyBaTh 306pakeHHs,
AIKIi OAHOYACHO € BMMAAKOBMMM Ta Bi4NOBIfAOTb CNEKTPA/IbHUM XapaKTepPUCTUKaAM BUXiAHOro 306parKeHHA XMapHOro MokK-
puBy, 36epiraloumn Kno4HoBi 0c06AMBOCTI, TaKi AK HANPAMOK, AOBXMHA Ta WiNbHICTb. Y NiACYMKY, LA CTaTTA AeTa/lbHO OMUCYE
CTBOPEHHA BUCOKOTOYHOI Mogeni cuHTe3y 306parKeHb XMapHOro NOKPUBY, 3 aKL,EHTOM Ha TOYHOCTI CNeKTPasibHUX BAAaCTUBOC-
Tel. [locnigyKeHHA NiAKPecnloe BUKOPUCTAHHA NepeAoBMX METOAIB CMEeKTPasbHOro aHanisy ta o6pobku 306pakeHb anAa
BU3HAYEHHA KJKYOBUX NapameTpiB moaeni, Wwo Npu3Besio A0 3HAYHOro Nporpecy B iMiTauii XMapHOro NOKPUBY ANA COHAYHOI
eHepreTuKu.

Kntoyoei cnosa — cnekmpanbHuli cuhme3s; Yyacmkoee 3amiHeHHs; MoOeno8aHHA XMAPHO20 MOKPUBY; MOYHICMb aAnpoKcu-
Mayii 306paxceHHa; cneKmpasabHA aHI30Mponisa; aHAi3 YaCMOMHOI XapaKmepucmuKu; 2eHepayis (pa3zoeo2o cnekmpy
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