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About modulation transfer function of machine vision system based
on CMOS and CCD image sensors

In the process of designing a machine vision
system, a critical step is selecting an image sensor
and optics that satisfy required parameters of
resolution. The resolution of the image sensor is
determined by modulation transfer function (MTF).
In this paper a method for the theoretical estimation
of MTF based on topologic parameters of the
image sensor and parameters of lenses is
proposed. The purpose of this work is development
a method that will be handy instrument for the
resolution calculation of the imaging system on the
initial stage of the designing process of the
machine vision. In this paper dependency of MTF
for different parameters of image sensor and
lenses were presented. This method can be used
for calculation resolution of imaging system in ob-
ject’s plain domain. References 7, figures 3, ta-
bles1.
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Introduction

Nowadays, CMOS and CCD image sensors are
widely used as imaging systems in machine vision
systems (MVS). The main advantage of these
integral image sensors is the possibility to create
an ordered optoelectronic set of elements with
parallel-serial processing of visual information on a
chip. CMOS and CCD image sensors perform the
function of converting a spatially distributed input
optical signal into an output electrical video signal
[5].

The main demands set to the MVS parameters
are related to accuracy of flow detection and time
performance, such as frame rate, exposure time
etc. The choice of the image sensor influences
both of these criteria and also it influences the se-
lection of the hardware platform, optics and the

frame grabber. Thus, one of the first-priority tasks
in the process of designing machine vision is
selection of image sensor. One of the main
parameters of the machine vision systems is
resolution, it's determined precisely by image
sensor. This characteristic shows ability of the im-
aging system to render fine image structures.
However in documentation to image sensor
resolution is not mentioned, it's caused by strong
dependency of this performance from parameters
of lenses, environment and image sensor modes.
Thus, in most cases for the resolution estimation is
used the physical prototyping of imaging system,
which leads to extra spending and increasing of
designing time of machine vision. This work is
aimed to make handy instrument that can be used
for the resolution calculation of the imaging system
on the initial stage of the designing process of
machine vision.

Resolution or spatial filtration of optical signals
is determined by the modulation transfer function
(MTF), which shows the resolution (line pairs to
one mm) of the system for the given level of
contrast. Nowadays different analytical models for
MTF evaluation have been presented. They can be
divided into two categories: the first one are based
on defining a continuity equation for monitory
carriers flow [1,4,6], the second one on the
implementation the Fourier transformation to the
approximated impulse response function of a pixel
[2,7,8]. In the case of first, the models are
distinguishable by their complexity and they are
almost entirely based on topological parameters of
image sensors and parameters of photo-generated
carriers diffusion (e.g. diffusion coefficient, doping
concentration, diffusion length etc.). These models
give a good level of accuracy, but they are difficult
in use because these models utilize special
parameters that are known only by vendors of
image sensors. Second category is based on
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parameters of image sensor pixel shape, which is
also unmentioned in image sensor datasheet. All
this methods are designed for the implementation
in the process of designing image sensor chip
structures as a tool for the preliminary analysis of
performance of different pixel shapes.

The method proposed in this article can be
included in the second category, but it is based
exclusively on the parameters of the image sensor
specified in a datasheet and aimed to improve
accuracy and reduce time spent on the designing
processes of machine vision systems.

1. Spatial filtration of the optical signal in the
imaging system

The smallest element of optical image
decomposition in the case of an image sensor is
the pixel of photosensitive array. All pixels of the
image sensor are equal by their topological and
electronic parameters and carry out the same
function of optical signals conversion. From this
viewpoint the image sensor can be considered as a
linear space invariant system, so we can define a
modulation transfer function of image sensor as
Fourier transform of an impulse response to the
point light source [2].

To evaluate the impulse response, we have to
take into account factors cause spatial filtration of
the optical signal in imaging systems. There are
two main reasons of decrease of the modulation
depth with increase of the spatial frequency:

1. Spatial averaging of object projections by
finite sizes of pixel area. Photon flux that irradiates
the pixel is averaged over its area. So the output
signal of the pixel will not look like a light "pattern”,
which was projected onto the pixel, but will look like
an averaged gray level. (Fig.1). We assume that
sensitivity across the entire surface of the pixel is
equal, and it is specified by a rectangular sensitivity

function [3]:
S 1,]x|<Ax/2, ™)
0= 0,|x| < Ax/2.

where AX- pixel size.

2. Diffraction of the optical system. Light
coming from a point light source diffracts through
the lens aperture such that it forms a diffraction
pattern. This effect can be described by a point
spread function (PSF), which can be fitted by a sinc
function:
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Since in most image sensors is used raster
scan, which means that line scan rate considerably

higher that frame rate, without loss of accuracy the
one dimensional case in horizontal direction will be
considered.

Fig. 1. Principle of decomposition of optical image by
image sensor [5]

The impulse response of an image sensor pixel
K(x) to the point light source is calculated as the
result of the convolution of S(x) and P(x) functions.
It should be noted that we consider an image
sensor and lenses as a united, inseparable electro-
optical system.

To fit a characteristic of the diffraction of a real
objective by P(x) function we have to calculate the
radius of the first maximum of the PSF, which is
called an Airy disk. It is calculated by the formula
[8]:

r=122((xf)/d)[mm] (3)

where A - irradiance wavelength; f/d - f-number, f -
is focal length and d is diameter of the aperture;

According to properties of the sinc function we
enter coefficient r in an argument. Then the PSF
from point light source in sensor plane will be:
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Fig. 2. The determination of the impulse response
function of the imaging system K(x)

Then impulse response function of imaging
system will be:

+00

K() = [ See=y)sin(ym)/ (ym)Pdy (5)
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2. Evaluation of the MTF

Considering the response of the image sensor
to a point light source projected through the lens as
the impulse response function, we move through
the Fourier transform of this function to the MTF of
an imaging system.

Normalized MTF of an electro-optical system

[8]:
MTF(o,) = [T K(x)e™oxX de/( T K(x)de (6)

—00 —0

where wy is a spatial frequency;

2.1. A scale factor

In the process of designing a machine vision
system an engineer needs to know the resolution in
an object scene plane domain, because this
actually shows the ability of machine vision to “see”
or not a defect or a part. The transfer from spatial
frequencies in plane of image sensor to spatial
frequencies in plane of field of view is obtained
using scale factor.

Table 1. Parameters of imaging systems

A scale factor shows the degree of an optical
image compression. It is a ratio of an object size to
an image size (Fig.3), or a field of view of the
imaging system to a size of effective area of the
image sensor [3]:

field of view

p=L-TEE T 7)
y sensor Size

Considering B MTF is evaluated as:

MTF(o,) = { Of K(x)e~Box dx] /[ Of K(x)dx] (8)

Results

Using this method MTF of imaging system for
two boundary values of the aperture diameter f/1,4
f/16 was determined. For better observation
graphics were built for two image sensors with
equal sizes, but different pixel sizes 6 um and 4
um. This means that the image senor with smaller
pixels has better camera resolution, i. e. more
pixels. The parameters used for pospaxyHky are
listed in table 1.

Pixel size Sensor format B A f-number
Imag. system 1 6 um 1/2 inch 30 |550 nm |f/1,4, /22
Imag. system 2 4 um 1/2 inch 30 |550 nm |f/1,4, /22
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Fig. 3. The MTF of the imaging systems for f/1,4 and f/22:the imaging system 1 — 6 um pixel;the imaging sys-

tem 2 — 4 um pixel

On the fig. 3 is shown MTF dependency for the
imaging systems with spatial frequency (lain pairs
per mm) in the object’s plane domain. As can be
seen on the first graph of fig.3 for /1,4, image
sensor with a larger number of pixels has a higher
resolution which corresponds to the reality. At the
graph for f/22 can be seen that the resolution of the
systems appreciably decreases, this can be
explained by the increasing influence of the
diffraction in diaphragm aperture. Also it can be
seen that the MTF of systems with 4um and 6um is

practically equal. For the small size aperture the
diameter of the Airy disk became bigger than the
pixel area and diffraction effect prevails over the
other factors that determine the resolution.

Conclusion

In this paper a method of determining MTF of
imaging systems based on CMOS and CCD image
sensors has been considered. It is based on
topological parameters of image sensors,
parameters of the optical system and image sensor
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modes. The main idea lies in considering the image
sensor and lens as a unified system. This allows us
to receive the modulation transfer function of an
imaging system as the Fourier transform from an
impulse response function. An impulse response
function is evaluated from the convolution of the
PSF of objective and the pixel sensitivity function.
This closely corresponds to physical processes that
cause a spatial filtration of an optical signal.

Utilization of this method enables to appraise
the resolution of the machine vision system without
physical prototyping of imaging system on the initial
stage of the designing process of machine vision.
This can significantly reduce time and resources
spent on the design stage of machine vision
systems based on CMOS and CCD image sensors.
Based on this model we can select the image
sensor that perfectly supplies requirements of the
specified application field of machine vision. Fair
important for machine vision is the fact, that in this
method, we receive MTF in the object of view plane
domain.
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lMocmynuna e pedakyuto 20 ceHmsibps 2014 e.

HauioHanbHWIN TeXHIYHWUIA yHIBepcuTeT YKpaiHn « KNTBCbKUIA MOMNITEXHIYHUIA IHCTUTY T,

Byn. MNonitexHiyHa, 16, kopnyc 12, m. Kuis, 03056, YkpaiHa.

Mpo KOHTPACTHO-YaCTOTHY XapaKTePUCTUKY CUCTEMU TeXHIYHOro 3opy,
nooynoBaHoi Ha KMOH- i 133 ceHcopax 306paXeHHs

Y npoueci npoekmyegaHHsi cucmemu mexHi4Ho20 3opy (CT3) , eaxnusum Kpokom € eubip ceHcopa
306paxeHHs1 | ob'ekmuea, siki 6 3ado80rbHANU nocmasrieHuM eumozam 0o po30inbHOI 30amHocmi .
PosdinbHa  30amHicmb  OJamuyuka  300paXeHHs  8U3Ha4YaembCsl 10 4acmMOMHO-KOHMpacmHil
xapakmepucmuui (YKX). Y daHil pobomi 3anponoHosaHo Hosuli Memod meopemuyHoi ouiHku YKX , skuli
b6a3yembcs Ha MoronoaidyHuUX napamempax ceHcopa 306paxeHHs i napamempax ob'ekmusa. Mema ubo-
20 MemoQy norsisizae y CMBOPEHHI 3pyYHO20 iHCmpyMeHmy 07151 nornepedHb020 8U3HA4YEHHSI PO30irIbHOI
30amHocmi cucmemu ¢hopMy8aHHsI 306paXxkKeHb Ha paHHIX emarnax rMpPoeKmMyg8aHHsI CUuCmeMuU MexHiYHO20
30py. OcHosHa idess Memody nosnsicae 8 po3ansidi ceHcopa 306paKeHHs 3 No3uuii UXIOHO20 cuzaHarsly CeH-
copa i napamempig, W0 8MUearmp Ha HbO20, MaKux SK, napamMmempu OC8imseHOCmi, onMmMuUYHoI cucme-
Mu, ceHcopa 306paxeHHs. Y OaHili pobomi 6yna npedcmasneHa 3anexHicmb YKX dns pisHUX
napamempie ceHcopa 306paxeHHsi | ob'ekmuea. Lleli memod 0o038oriie pospaxysamu po30inbHYy
30amHicmb cucmemu opmMyeaHHsI 306paxKeHHs1 8 MIoWUHI 00cnidxyeaHo2o0 ob'ekma, WO 3Ha4yHO
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nidsuwye iHghopmamueHicmb O0aHOI xapakmepucmuku 8 ceHci npoekmysaHHss CT3 . bibn. 7, puc. 3,
Tabn.1.

KnrouoBi cnoBa: vacmomHo-koHmpacmHa xapakmepucmuka (YKX) , cbyHKuisi po3cirogaHHS MOYKuU
(®PT) , ceHcop 30b6pakeHHsT , MOOeso8aHHS; MPOCMoposa Yacmoma.

YOK 621.383.7

A.WN. CtapuHckas, kaHg.TexH.Hayk, O.B. Tepneukumn

HaumoHanbHbIA TEXHUYECKUA yHUBEPCUTET YKpauHbl «KMEeBCKUIA NONUTEXHUYECKUIA MHCTUTYTY,
yn. MNMonutexHunyeckas, 16, kopnyc 12, r. Knes, 03056, YkpauHa.

O 4YaCTOTHO-KOHTPACTHOM XapaKTepPMUCTUKE CUCTEMbI TEXHUYECKOIro
3peHus, noctpoeHHon Ha KMOI1-u N3C- ceHcopax usoodpaxeHus

B npouecce npoekmuposgaHusi cucmembl mexHu4ecko2o 3peHusi (CT3), 8axHbIM wazoM s18/1551emcsi
8bI6op ceHcopa u3obpaxeHusi u obbekmusa, Komopsble bbl yooernemeopsiiu mpebosaHuUsIM, MOCMagsieH-
HbIM K pa3pewarouel criocobHocmu. PaspeweHue Gamyuka usobpaxeHusi onpedesisemcsi no 4acmom-
HO-KOHmMpacmHou xapakmepucmuke (YKX). B GaHHol pabome rnpednoxeH HO8bIU Memod meopemuye-
ckol ouyeHku YKX, komopsblili 0CHOBaH Ha MOMOJI02UYEeCKUX napamempax ceHcopa u3obpaxeHusi U napa-
mempax obbekmuea. Llerib 3moeo memoda cocmoum & co30aHuu yOobHo20 uHcmpymeHma 0ns rnpedsa-
pumenbHoO20 aHasusa paspewaroweli crrocobHocmu cucmembi hOPMUPOBaHUST U30BPaXKeHUsT Ha paHHUX
amanax MpoeKmupoBaHusi cucmeMbl MEeXHUYecKko20 3peHusi. OcHosHas udess Memoda 3aK/4aemcs 8
paccMompeHuU ceHcopa u3obpaxeHusi ¢ rno3uyuu 8bIX0OHO20 cuzHasla ceHcopa U rnapamempos 6Jusio-
WUX Ha Heeo, maKkux KakK, napamempbl 0C8EUIeHHOCMU, OMMUYECKOU cucmeMbl, CeHcopa U306paxxeHusl.
B daHHolU pabome bbina npedcmasneHa 3agucumocms YKX Ons pasnuyHbIx napamempos ceHcopa U30-
bpaxeHus u obbekmuea. Imom mMemod Mo38ossiem paccyumame paspelwaruyto crnocobHocms cucme-
MbI ¢hbopMUpoBaHUsi U30bpaKeHusi 8 M/0CKocmu obbekma, Ymo 3HaqyumesibHO roebilaem UHgopma-
mueHocmb OaHHOU xapakmepucmuKu 8 cMbicrie npoekmupogaHuss CT3. bubn. 7, puc. 3, Tabn.1.

KnroueBble cnoBa: YacmommHo-KoHmpacmHas xapakmepucmuka (YKX), pyHKuusi paccesiHusi moyqku
(®PT), ceHcop usobpaxkeHusi, ModesupogaHue; MpocmpaHcmeeHHass Yacmoma.
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