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Abstract—The paper is devoted to comparing two popular models of 32-bit microcontrollers for working with neural
networks for object recognition. The target devices were the ESP32 and STM32 microcontrollers, on which an artificial
neural network was deployed, written using the Python programming language and the TensorFlow library. Micropython
was chosen as the operating system for the microcontrollers. The paper compares the performance of the ESP32 and STM32
microcontrollers for object detection using a neural network and their classification. The image recognition time and
the percentage of correctly classified objects were compared depending on the number of neuron layers and the number of
training epochs within these networks. The article shows that the number of layers and training epochs directly affects
the accuracy of object classification in the image. The obtained results show that increasing the number of layers of the
neural network increases the overall accuracy of object recognition using the studied neural network, increasing the number
of training epochs logarithmically increases the accuracy of recognition and classification within the neural network, but at
the same time, increasing the number of neuron layers leads to an increase in the total recognition time. The difference in
the obtained results for the accuracy of image recognition of microcontrollers differs within 5%.

Keywords — microcontroller; neural network; epoch; training; classification.

The main problem of hardware solution can be iden-
tified: the choice of an optimal microcontroller or micro-
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The modern world is based on the widespread use of
electronic devices and systems. With the development of
technology, these systems have become digital, that is,
they began to contain certain computing blocks, built on
microcontrollers or microprocessors. Examples of these
devices can be found in your pocket, in your hand, in your
car, etc. An example of such a device can be the smart
ring Samsung Galaxy Ring [1], announced by Samsung,
shown in Figure 1.

These devices have a complex of software and hard-
ware solutions that are responsible for their aspects of
work.

From the side of software problem-solving, the fol-
lowing can be highlighted:

e  Writing an operating system using ready-made
solutions if needed, or writing firmware.

e Choosing a programming language with which
the firmware or operating system will be written.

e Writing basic functionality that has to solve cer-
tain tasks.

e  Further expansion of the system.

processor.

The problem of hardware solutions is the most rele-
vant today. The modern world uses the method of soft-
ware development with the future perspective of prod-
uct development. This process is called the CI/CD pipe-
line. This leads to the fact that throughout the entire
time of technical product support, its hardware must be
powerful enough to support and ensure the normal func-
tioning of the software firmware. In essence, a modern
technical product is a platform for the program that will
be deployed on it [2].

SNAMSUNG —
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Fig. 1. Smart ring Samsung Galaxy Ring.
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Understanding this problem, STMicroelectronics [3]
has developed a series of microcontrollers based on ARM
Cortex [4] cores. Among them, it is worth highlighting the
STM32H5 microcontroller [5], presented in Figure 2. This
microcontroller was released in 2023. Among its ad-
vantages, one can highlight its adaptability to work with
neural networks. However, this chip has 2 main disad-
vantages:

1. Large dimensions.
2. High price.

These disadvantages increase the entry threshold for be-
ginner developers who are developing neural networks
for use with microcontrollers [6].

On the other hand, microcontrollers from Broadcom
are presented on the market. Among them, one can
highlight Broadcom BCM2711 [7] and microcomputers
from Raspberry [8], presented in Figure 3. If you compare
Broadcom BCM2711 and STM32H5, then Broadcom
BCM2711 has smaller dimensions, and a higher price,
but gives more opportunities for the developer, and con-
sidering the Raspberry platform, for example, Raspberry
Pi 4B [9], the developer gets not just a module for devel-
opment, but a microcomputer.

L lI

sl g

. ‘““HHB:QHHA
T

LLELRTIEE
W el

Fig. 2. Nucleo 32 with STM32H5 microcontroller.

Fig. 3. Raspberry Pi 4B with Broadcom BCM2711 microcontroller.

If writing and training a neural network is not a prob-
lem, then choosing the optimal microcontroller is a more
complex task.

In the paper [10], which presents the application of
neural networks together with microcontrollers, there
are several drawbacks, namely: small image size, and
comparison of the work of a microcontroller with a per-
sonal computer. The second drawback is significant
because the computer processor and the microcontroller
are different in their structure and have different compu-
ting power. The paper shows that the performance of
the neural network on a personal computer is on aver-
age 5% higher than on a microcontroller. At the same
time, the speed of object recognition using a neural net-
work on a personal computer is almost 2.5 times faster
than on a microcontroller.

In another paper [11], the application of neural net-
works with microcontrollers is also presented. The main
idea of this article is the use of additional external
memory to expand the amount of RAM, which is not
enough in the microcontroller. The article shows that
the use of external memory is feasible and possible, but
this approach has certain disadvantages: higher power
consumption, which is significant for autonomous
devices, rapid wear of the memory chip due to frequent
cycles of rewriting information, slowing down
the model’s work due to the lower data transfer speed
between the microcontroller and the memory chip.

This work [12] describes a method for optimizing
a convolutional neural network for use with microcon-
trollers. The results presented in the work look optimistic
and promising. The disadvantage of this work is the use
of grayscale images and sizes of 32x32 pixels.

In the work [13], the application of TinyML technol-
ogy for minimizing neural networks for use with micro-
controllers is presented. It talks about the advantages of
this technology over the classic use of neural networks
and describes the principle of this technology. This paper
is important for the application of neural networks with
microcontrollers, and the technology described in this
paper is revolutionary and already has practical applica-
tions in work [10]. This work has a drawback: it lacks
examples of application on a real microcontroller.

This paper will consider a complex of problems, such
as comparing the most accessible and widespread mod-
els of 32-bit microcontrollers, the optimal size of the neu-
ral network, and the optimal degree of neural network
training.

[I.  EQUIPMENT AND DATA USED IN EXPERIMENT

Considering the specifics of the system, namely work-
ing with images, a model was written for the experiment,
which deals with the recognition and classification of an
object in the image [14] [15]. This task is the most com-
mon when working with images.
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For the synthesis of the neural network, a convolu-
tional neural network architecture (CNN) [16] [17] was
chosen. This architecture is basic for tasks of classifying
objects in images.

Python [18] was chosen as the programming lan-
guage and its firmware for microcontrollers called
Micropython [19]. Considering that Micropython cannot
directly work with full-fledged neural network models,
and the network has a large weight, it is necessary to
optimize the model before using it [13].

Python and its framework, Micropython, suffer from
a practical single-threaded limitation. This issue stems
from the core of the Python programming language and
is constrained by the Global Interpreter Lock (GIL). On
one hand, the GIL ensures thread safety by restricting
access to memory areas for all threads except the active
one. On the other hand, it executes threads sequentially,
preventing true multithreading in Python. Consequently,
genuine full-fledged multithreading is absent in this pro-
gramming language [20].

Regarding multiprocessing, it’s worth noting that
Python inherently multiplies interpreters and applies the
GIL to distribute tasks across different cores and switch
between them. Micropython inherits these limitations as
well. Therefore, when working with models and access-
ing the same memory area, the significant benefit of mul-
tiprocessing and multithreading is lacking; thus, this
capability remains untapped.

The tool for synthesizing and training the neural
network will be the TensorFlow [21] (TF) framework.
The advantage of this framework is the ability to mini-
mize the obtained model for use with microcontrollers
and the presence of a minimized version of the frame-
work called TensorFlow Lite [22] (TFL). As a training
dataset, a pre-classified set from Stanford University
researchers called ImageNet [23] was chosen. It contains
1000 classes of different objects, 1281167 training
images, 50000 images for validation, and 100000 test
images. Unfortunately, the exact sizes of the images in
the ImageNet dataset are not specified, but it was
possible to find information in the public domain that
the average size of the images is 482x418 pixels. An
example of the dataset is shown in Figure 4.
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- camivore - canine .

Fig. 4. Example of the ImageNet dataset.

Two of the most popular microcontrollers available
on the market were chosen as microcontrollers, namely
the ESP32 CAM module [24] and the STM32 Smart mod-
ule [25]. It should be noted that the ESP32 series micro-
controller is more powerful, but STM32 has special soft-
ware for working with neural networks, which makes
them more competitive. The characteristics of the micro-
controllers are given in Table 1.

TABLE 1 MAIN CHARACTERISTICS OF TARGET DEVICES
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Main characteristics Device

of the device STM32 ESP32
Number of cores, 1 5
pcs.
Amount of RAM, kB 20 520
Processor clock

72 24

speed, MHz. 0

I1l.  EXPERIMENT SETUP

To study the efficiency of the neural network on
the selected microcontrollers, the following metrics were
introduced:

e  Accuracy depends on the epoch.
e Recognition time of a pre-prepared dataset.

e The maximum number of epochs that can be
used with the microcontroller.

Fig. 5 Appearance of the ESP32 CAM microcontroller module.

Fig. 6 Appearance of the STM32-Smart microcontroller module.
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To ensure transparency, the neural network for both
microcontrollers is unified for the epoch, the experiment
is conducted 10 times, and the obtained results are aver-
aged.

The test set for comparing the operation of microcon-
trollers is taken from the ImageNet dataset. They com-
bine 1000 classes of different objects with 50 images
each. In total, the experiment is conducted on the full
test data set. The test image set for both microcontrollers
is the same.

The operating time of the model is defined as the to-
tal time spent on classifying a set of images, averaged
over the number of experiments, and is determined by

the formula:
t ztn
total 10 ,

where tit, — average time spent by the model on recog-
nizing the test data set, t, — time spent by the model on
1 experiment, 10 — total number of experiments for each
epoch.

The accuracy of the model’s work is determined by
the formula:

N =-2100%
10n

E

where p — total number of correctly classified objects,
n — total size of the test sample, 10 — total number of ex-
periments for each epoch.

The number of training epochs directly affects the ac-
curacy of recognition. To study the impact of the number
of epochs on recognition accuracy, the following values
are fixed, which are given in Table 2.

TABLE 2 EXPERIMENT NUMBER AND NUMBER OF TRAINING EPOCHS

The number of training epochs
1

Experiment number

10
25
50

VR |WIN|F-

The number of neuron layers also directly affects
the accuracy of recognition. They are limited by
the amount of RAM and the frequency of the processor.
The more layers of neurons, the heavier the final model
and the greater the load on the processor, which is very
important for real-time operation. The minimum number
of neuron layers is limited to 5 layers, and the maximum
number of layers is determined experimentally and is
equal to 8. A larger number of layers requires a larger
amount of RAM, which the STM32 microcontroller lacks.

V. ANALYSIS OF OBTAINED RESULTS

After training the model for a different number of
epochs and conducting experimental measurements for

two models of microcontrollers, the results were
obtained, which are entered in Table 3.

From the obtained results, it can be seen that
the accuracy of the systems on both microcontrollers
depends on the number of layers and the number of
training epochs. On average, the difference in experi-
ments is within 5%, which can be considered a statistical
error that depends on the operation of the microcontrol-
ler and cannot be influenced. On the other hand,
the execution time of models on STM32 and ESP32 dif-
fers on average by 2 or more times. The reason for this is
the difference in the performance of the microcontrol-
lers, namely:

e The number of cores in STM32 is half that of
ESP32.

e The amount of RAM in STM32 is 26 times less
than in ESP32.

e The operating frequency of the microcontroller
in STM32 is 3.3 times less than in ESP32.

Considering that this model operated in a single-
threaded mode, we can disregard the difference in
the number of cores.

TABLE 3 EXPERIMENTAL RESULTS

Number Number Obtained results
of layers of train- STM32 ESP32
ing Time Accuracy Time | Accuracy
epochs trotal, an % trotal, an %
sec sec
5 1 7.87 4.23 4.55 4.23
8.58 17.18 4.19 18.67
10 6.25 33.89 4.48 31.02
25 6.80 46.12 4.48 48.25
50 8.48 65.06 3.52 63.78
6 1 12.57 | 8.37 6.14 9.13
12.68 | 24.58 7.14 22.56
10 9.45 36.29 7.53 38.24
25 13.32 | 49.85 6.83 50.73
50 13.80 | 72.35 6.16 71.26
7 1 16.19 | 17.84 7.96 15.39
13.38 | 30.37 6.42 31.58
10 13.77 | 49.83 6.4 46.89
25 18.44 | 66.78 7.09 68.49
50 13.96 | 79.36 6.14 81.84
8 1 22.17 | 23.73 8.51 24.94
23.85 | 45.78 9.83 42.75
10 21.97 | 60.37 11.23 | 63.67
25 21.96 | 85.83 10.73 | 85.36
50 24.83 | 93.75 12.45 | 94.47

The obtained results indicate that the STM32 micro-
controller is unsuitable for use in this system.

However, it should be noted that theoretically these
results can be significantly improved if we abandon
Micropython and switch to a faster Robot.js firmware or
the ‘C/C++ programming languages. In this case,
the results of the model’s work on STM32 and ESP32 will
be more similar, and the model’s operation time should
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significantly decrease. This hypothesis will be further in-
vestigated, but it is not essential for this work.

The dependence of the model’s accuracy on the num-
ber of layers can be seen in Table 3. From the obtained
data, it can be seen that the more layers of neurons are
used, the greater the accuracy of recognition and classi-
fication of objects is obtained, but the longer the model
execution time is. Figure 7 shows the maximum accuracy
results depending on the number of neuron layers.

It should be noted that the maximum accuracy
obtained for the maximum number of training epochs for
both microcontrollers differ by 5%, which is within
the statistical error. Therefore, this shows of the equal
capabilities of both microcontrollers for work with neural
networks, which are used for the recognition and classi-
fication of objects.

Experiments were conducted for each number of lay-
ers for a different number of model training epochs.
From the obtained data, it can be seen that the more
epochs of model training are used, the greater the accu-
racy of the model’s work is obtained. The execution time
for different degrees of training (1, 5, 10, 25, 50 epoch)
can be considered the same because the difference be-
tween the maximum and minimum model operating
time does not exceed 5%. It should be noted that the op-
erating time of the model on STM32 is approximately
twice as long as on ESP32, which can be explained by the
difference in the characteristics of these microcontrollers
(Table 3). The graphs of the obtained results are pre-
sented in Figures 8-11.

The obtained data clearly illustrate the increase in
overall model accuracy with an increase in the number
of training epochs, however, the maximum accuracy
for 5 layers of neurons (Figure 8) is 65.06% for STM32
and 63.78% for ESP32,and for 8 layers of neurons
(Figure 11) the maximum accuracy increases to 93.75%
for STM32 and 94.47% for ESP32 respectively. Therefore,
the more layers of neurons, the higher the overall accu-
racy of the model, but the overall operating time of
the model increases (for 5 layers 8.48 seconds for STM32
3.52 seconds for ESP32, and 8 layers 24.83 seconds for
STM32 and 12.45 seconds for ESP32).

Dependence of accuracy on the quantity of layers
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This investigation is not possible regarding
the memory usage of a microcontroller. In Micropython,
there is a module called GC (Garbage Collector), but it
only shows the HEAP memory, which is dynamic and
indicates the portion occupied by the program. However,
it does not provide complete information about
the resources being used, and so on.

CONCLUSIONS

This article explores the use of neural networks on
two popular models of modern microcontrollers.
The task of the neural network is to recognize and classify
objects in images. The study aimed to compare the accu-
racy of recognition and the operating time of the model
on two microcontroller platforms.

For the experiment, a neural network was written
using the Python programming language using
the TensorFlow framework for synthesizing and training
neural networks. The model was trained using
the ImageNet dataset. For model validation, 50,000
images from the ImageNet test dataset were used.

The obtained results show that the accuracy of
the model’s work depends on the number of training
epochs and the number of neuron layers. At the same
time, increasing the number of neuron layers in
the model leads to a sharp increase in the model’s oper-
ating time. The results obtained in the work show that
the application of neural networks with microcontrollers
is possible and appropriate. The difference in accuracy
between the platforms under study is within 5%, which
can be neglected, but the model’s operating time differs
more than 2 times.

The main obstacle to use microcontrollers with
neural networks is the availability of libraries for running
neural networks on low-power devices. For the task of
working in real-time, “Micropython” is not suitable due
to the large use of microcontroller resources for stable
firmware operation, which takes resources from
the model. To improve the results of the neural network,
it is necessary to switch to lighter and faster firmware,
for example, Robot.js, or to write your firmware using
the “C/C++” programming language.
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HauioHanbHWA TEXHIYHMI YHIBepcUTET YKpaiHu

«KMIBCbKUIM NONITEXHIYHUI IHCTUTYT imeHi Iropsi CikopcbKoro» R 00syn5v21
Kuis, YKpaiHa

AHomayia—CTaTTio NPUCBAYEHO MOPIBHAHHIO ABOX NONYAAPHUX mopgeneit 32 GiTHUX MIKPOKOHTponepis ans po6otu 3
HelipomepeXKamu ana po3nisHaBaHHA 06’eKTiB. fIK LiNbOBI NPUCTPOT BUKOPUCTAHO MiKPOKOHTponepu ESP32 Ta STM32, Ha AKux
6yn0 po3ropHyTO WITYYHY HEMPOHHY MEpPEKY, HaNUCaHy 3a AONOMOrol0 MOBU NporpamyBaHHA Python Ta 6i6nioteku Tensor-
Flow. B aKoCTi onepauiitHOi cuctemu ana MiKpoKoHTponepiB o6paHo Micropython. Y po60Ti BUKOHaHO NOPIBHAHHA NPOAYKTU-
BHOCTi MiKpoKoHTponepis ESP32 ta STM32 gna BuaABneHHA 06’eKTiB 3a AONOMOrot0 HelipOHHOI MepeKi Ta ix Knacudikauii.
MopiBHAHHA NpOBeAEHO 32 HacoOM po3ni3HaBaHHA 306paXkeHb Ta BiACOTKOM NPaBUAbHO KnacudikoBaHUX 06’€KTIB B 3aNeXKHOCTI
Bif, KiNbKOCTi WapiB HelipOHiB Ta KiNIbKOCTI eNoX HaBYaHHA B PaMKax gaHUX mepesK. Y CTaTTi NOKa3aHo, WO KiNbKicTb WwapiB Ta
enox HaBYaHHA HanpPAMY BMJIMBA€E Ha TOYHICTb KnacudiKauii 06’eKkTiB Ha 306paXkeHHi. OTPMMaHi pe3yNbTaTM NOKa3yloTb, L0
36i/IbLLUEHHA KiNIbKOCTi LWapiB HEMPOHHOT MepesKi 36iNbLuye 3arazibHy TOYHICTb PO3Ni3HaBaHHA 06’€KTiB 32 4,ONOMOrol0 BUBYEHOT
HeWPOHHOI MepeKi, 36iN1bLueHHA KiNbKOCTi HaBYaIbHUX enoX 10rapudmiuHo 36inbLUYE TOYHICTb pO3Ni3HaBaHHA Ta Knacudikawii
B paMKax HelpomepexKi, ane npu ubomy 36i/blueHHA KiNbKOCTI WapiB HeliPOHiB NpU3BOAUTb A0 36iNbLUeHHA 3araibHOro Yyacy
po3ni3HaBaHHA. AHaNi3 OTPMMAHUX JAHUX NOKA3aB, WO Pi3HMLA TOYHOCTI po3ni3HaBaHHA 306paXkeHb Ha MiKPOKOHTponepax
BifgpPi3HAETbCA B MeXaxX 5%, W0 He € CYyTTEBMM, NPOTE BigMiHHICTb Y 3aTpaueHOMYy 4aci B cepegHboMy cKnana 2 pasm. Mig uac
NPOBEAEHHA eKCNepUMEHTY NOMIYEHO, L0 MaKCUMMa/IbHA KifbKICTb WapiB HelipomepeKi € 06mexKeHow A0 8 AnA MIKPOKOHT-
ponepa STM32 yepe3 6pak nocTiliHOI Ta onepaTMBHOI Nam’aTi. Yepe3 Le o6MeXKeHHA NOBHI MOX/MBOCTI MiKPOKOHTponepa
ESP32 He 6yn0 po3KpUTO, TOXK TEOPETUYHO CUCTEMA 3 BUKOpUCTaHHAM ESP32 morke 6yTu 6inbli epeKTUBHOIO AN 3agay posni-
3HaBaHHA Ta Knacudikauii 06’eKTiB Ha 306paxkeHHAX. MpoBegeHMA eKCnepMMEeHT NOKasas, WO 36inblieHHA KiNbKOCTi enox
HaBYaHHA 36i/1bLUYE TOYHICTb, A Ki/IbKICTb LIAPiB MoAeNi BN/IMBA€ HAa NOYaTKOBE 3HAYEHHSA TOUYHOCTI.

Knrouoei cioea — MiKpoKoHmMposep; HelipoMepexa; enoxa; Ha84YaHHA; Kaacugikayis.
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